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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFILKAI/2-AIN-127/15 Advanced Computer Graphics

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 2.

Educational level: I1.

Prerequisites:

Antirequisites: FMFI.KAG/2-MPG-101/00 and FMFI.KAG/2-MPG-102/00

Course requirements:

Attend lessons. One missed +0 points. 2 missed 0 points, 3 missed 0 points, 4 and more is Fx.
Project and exercise (mandatory).

Solve all homework problems (mandatory each one >=30%))

Pass final term (mandatory) You will need to solve several problems discussed during lessons.
Pass oral/written exam: (mandatory)

For the semester, the student can get 50% for exercises, 10% bonus, 10% for homework, the final
exam consists of a test with weights of 20% and the oral exam is for 20%. The student must solve
at least 30% of each homework in order to pass the final written exam. Grading: 92-100 A, 84-91
B, 76-83 C, 68-75 D, 60-67 E. Details on the subject page.

Scale of assessment (preliminary/final): 60/40

Learning outcomes:

After completing the course students will know techniques of photorealistic computer graphics.
Will be able to solve color calculation, shadow computation and render views of a scene from the
input images. Students learn the basics of graphical programming in C #.

Class syllabus:

LECTUREO1 "INTRODUCTION TO COMPUTER GRAPHICS"

LECTUREO2 "RAY TRACING 1."

TayTracong Pipeline

LECTUREO3 "RAY TRACING 2."

Ray Intersections

LECTUREO4 "RAY TRACING 3."

Ray Tracing Acceleration, Data structure: grids, BVH, Kd-tree, Directional Partitioning, Dynamic
Scenes, Beam and Cone Tracing, Packet Tracing

LECTUREOS "LIGHT TRASPORT."

Physics behind ray tracing, Physical light quantities, Visual perception of light, Light sources, Light
transport simulation: Rendering Equation
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LECTUREO6 "RADIOSITY."

Diffuse reflectance function, Radiative equilibrium between emission and absorption, escape,
System of linear equations, Iterative solution Neuman series

LECTUREO7 "BRDE."

Bidirectional Reflectance Distribution Function (BRDF), Reflection models, Projection onto
spherical basis functions, Shading Phong model, Blin-Phong model

Physical BRDF, Ward Reflection Model, Cook-Torrance model

LECTUREO8 "SHADOWS."

LECTUREQ9 "TEXTURING 1, 2."

Texture parameterization, Procedural methods, Procedural textures, Fractal landscapes, Surface
reality techniques

LECTUREI0 "IMAGE BASED RENDERING 1."

Plenopticfunction, Panoramas, Concentric Mosaics, Light Field Rendering, The Lumigraph
LECTUREI1 "IMAGE BASED RENDERING 2."

Layered Depth Images, View-dependent Texture Mapping, Surface Light Fields, View Morphing
LECTUREI2 "ASK ME ANYTHING."

Test problem introduction

Recommended literature:

Moderni po¢itatova grafika / Jifi Zara ... [et al.]. Brno : Computer Press, 2010

Realistic image synthesis using photon mapping / Henrik Wann Jensen ; Foreword by Pat
Hanrahan. Natick : A K Peters, 2001
http://www.sccg.sk/~durikovic/classes/CG2/cg2 syllabus.html

Languages necessary to complete the course:
Slovak, English

Notes:

Past grade distribution
Total number of evaluated students: 18

A B C D E FX

27,78 16,67 27,78 5,56 11,11 11,11

Lecturers: prof. RNDr. Roman Durikovi¢, PhD., Mgr. Andrej Mihalik, PhD.

Last change: 20.06.2022

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFLKAI/2-AIN-112/15 Advanced Image Processing

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 1.

Educational level: I1.

Prerequisites:

Course requirements:

It is necessary to obtain at least 90% of the points to obtain A grade, at least 80% of points to grade
B, at least 70% of points to grade C, at least 60% to grade D and at least 50% to grade E.

The course assessment consists of three parts: exercises (30%), project (20%) and final exam (50%).
Students should get at least 30 points (out of 50) from exercises and project to meet the minimum
condition for admission to the final written exam.

Scale of assessment (preliminary/final): 50/50

Learning outcomes:

Graduates will know the advanced image processing techniques, such as image transformation,
filtering, image improvement, advanced segmentation techniques (using active contours - snakes,
flood segmentation) etc.

Class syllabus:

Image capture.

Features digital image.

Picture transformation

Methods of image preprocessing, Hough transform
Fourier Transform - DFT, FFT, filters detail
noise Reduction

Mathematical Morphology BW and grayscale
Segmentation. Snake watershed, clustering
improving the image

processing textures

Recommended literature:

Computer Vision: Algorithms and Applications, Richard Szeliski, The University of Washington,
2nd ed. 2021

Image processing, analysis, and machine vision / Milan Sonka, Vaclav Hlavac, Roger Boyle.
[Stamford] : Cengage Learning, 2008
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Digital image processing / Rafael C. Gonzalez, Richard E. Woods. Beijing : PEARSON; 4th
edition, 2018

Image processing : The fundamentals / Maria Petrou, Costas Petrou. Chichester : John Wiley,
2010

Languages necessary to complete the course:
Slovak, English

Notes:

Past grade distribution
Total number of evaluated students: 85

A B C D E FX

10,59 22,35 28,24 15,29 4,71 18,82

Lecturers: doc. RNDr. Zuzana Cernekova, PhD., Mgr. Dana Skorvankova, PhD.

Last change: 23.06.2022

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFILKAI+KI/2-AIN-205/15 | Algorithmics for Hard Problems

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 2.

Educational level: I1.

Prerequisites:

Recommended prerequisites:
1-AIN-105 Efficient algorithms and compexity OR 1-INF-310 Design of efficient algorithms

Course requirements:

homeworks (28%), midterm (22%), written exam and oral consultation (50%)
To pass the exam, student has to achieve at least 50% on the exam.

Scale: A 90%, B 80%, C 70%, D 60%, E 50%

Scale of assessment (preliminary/final): 50/50

Learning outcomes:

After completing the course students will be able to use methods for solving hard algorithmic tasks,
particularly approximation algorithms, probabilistic algorithms, and integer linear programming.
Students will be able to work with advanced methods for analysis of algorithms.

Class syllabus:

Introduction to approximation algorithms. Inapproximability. Probabilistic algorithms and their
complexity. Las Vegas and Monte Carlo. Integer linear programming. Hierarchy of complexity
classes. Examples.

Recommended literature:

Introduction to algorithms / Thomas H. Cormen ... [et al.]. Cambridge, Mass. : MIT Press, 2001
Approximation algorithms / Vijay V. Vazirani. Berlin : Springer, 2001

Randomized algorithms / Rajeev Motwani, Prabhakar Raghavan. New York : Cambridge
University Press, 1995

Languages necessary to complete the course:
Slovak, English

Notes:
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Past grade distribution
Total number of evaluated students: 58

A

B

C

D

FX

24,14

10,34

13,79

20,69

18,97

12,07

Lecturers: doc. Mgr. Toma$ Vinat, PhD., RNDr. Jozef Siska, PhD.

Last change: 24.06.2022

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFI.KAI/2-AIN-140/20 Architectures of Software Systems

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 2.

Educational level: I1.

Prerequisites:

Course requirements:

Continuous assessment: midterm

Examination: oral or written examination

Indicative assessment scale: A 90%, B 80%, C 70%, D 60%, E 50%
Scale of assessment (preliminary/final): 40/60

Learning outcomes:

Deeper knowledge of software engineering, architectural styles and patterns, design patterns,
creating models and modeling the architectures. After this course students will be able to study and
implement styles and patterns, use prefactoring and refactoring to optimize software design.

Class syllabus:

Stru¢na osnova predmetu:

1. Architectural styles 1. (Garlan & Shaw: Abstract Machine, Pipes and Filters, Client-Server,
Object Model, Repository, Blackboard)

2. Architectural styles II. (Interpreter, Modern Canonical Compiler, Rule-Based System,
Aspect Oriented Architectures, MVC, Mickrokernel)

3. Distributed architectures, CORBA, Service Oriented Architectures.

4. Architectural patterns I (Buschmann: POSA IV: Pattern Oriented Software Architecture

for Distributed Computing).

5. Architectural patterns II. (Reactor, Proactor, Requestor, Invoker, Acceptor, Connector, ACT,
Facade, Master-Slave, ...)

6. Architectural patterns III (Memento, Context Object, DTO, Adapter, Iterator, Interceptor, ...)
7. Design patterns I (model and source code level, Gamma et al.).

Creational Patterns (Builder, Abstract Factory, Factory method, ...).

8. Design patterns II. Structural Patterns (Bridge, Decorator, Composite, Proxy;, ...)

9. Design patterns III. Behavioral Patterns. (Command, Mediator, State, Strategy, Visitor,
Observer, ...)

10. From Refactoring to Patterns (Kerievsky).

11. Refactoring and Prefactoring (Fowler, Pugh).
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12. UML and its new features. Superstructure, Infrastructure, meta-models, and Object Constraint
Language. Consistency and interconnection of models. XMI, HUTN and PlantUML.

3DUML and xDUML.

13. Agile Modeling and development process. Lean Architecture (Coplien).

Recommended literature:

1. Buschmann F. et al.: Pattern-oriented software architecture: a pattern language for distributed
computing, Vol. 4. New York : John Wiley & Sons, 2007. BUSCHMANN, F. -- HENNEY,

K. -- SCHMIDT, D. Pattern-oriented software architecture: a pattern language for distributed
computing, vol. 4. New York : John Wiley & Sons, 2007.

2. Shaw M L., Garlan D.: Software architecture: Perspectives on an emerging discipline.
Prentice Hall, 1996. SHAW, M L. -- GARLAN, D. Software architecture: Perspectives on an
emerging discipline.

Upper Saddle River : Prentice Hall, 1996.

3. Arlow J., Neustadt . UML 2 and the Unified Process: Practical Object-Oriented Analysis and
Design. Addison-Wesley, 2006.

4. Kerievsky J.: Refactoring to Patterns. Addison Wesley, 2008.

5. Gamma E. et al.: Design Patterns. Elements of Reusable Object-Oriented Software.

Addison Wesley, 1994.

6. Fowler M.: Refactoring. Improving the Design of Existing Code. Wesley Longmann, 2000.

7. Pugh K.: Prefactoring, O'Reilly, 2005

8. Coplien O. J., Bjornvig G.: Lean Architecture for Agile Software Development. J. Wiley, 2014.
9.

SOMMERVILLE, I. Software engineering. Harlow : Pearson Education Limited, 2004.
ARLOW, J. -- NEUSTADT, I. UML 2 and the Unified Process: Practical Object-

Oriented Analysis and Design. New Jersey : Addison-Wesley, 2006. 592 p. ISBN
0-321-32127-8. KERIEVSKY, J. Refactoring to Patterns. Boston: Addison Wesley, 2008.
GAMMA, E. -- HELM, R. -- JOHNSON, R. -- VLISSIDES, J. Design Patterns. Elements

of Reusable Object-Oriented Software. Boston : Addison Wesley, 1994. 395 p. ISBN
0-201-63361-2.

FOWLER, M. Refactoring. Improving the Design of Existing Code. Boston: Wesley Longmann,
2000.

Pugh K.:Prefactoring, O'Reilly, 2005

Languages necessary to complete the course:
Slovak, English

Notes:

Past grade distribution
Total number of evaluated students: 54

A B C D E FX

25,93 31,48 25,93 3,7 0,0 12,96

Lecturers: doc. Ing. Ivan Poléasek, PhD.

Last change: 18.11.2021

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFILKAI/2-AIN-137/15 Artificial Intelligence

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 2.

Educational level: I1.

Prerequisites:

Antirequisites: FMFI.LKAI/2-AINa-137/20

Course requirements:
projects, written exam
Scale: A 95%, B 88%, C 79%, D 68%, E 55%
Scale of assessment (preliminary/final): 30/70

Learning outcomes:

After completing the course, students should have a good overview of the theoretical methods used
in artificial intelligence. They should be able to use these methods in practice in programming
intelligent systems, they should be able to enrich and creatively exploit.

Class syllabus:

1. Short repetition of basic technics in Al: agent, searching, CSP problem, logical agents.

2. Planning I: Basic planning (STRIPS, POP, TOP, graphplan, critical path method), scheduling.
3. Planning II: Planning problems (hierarchical planning, senzorless planning, incremental
planning, planning in a case of nondeterministic actions.)

4. Probabilistic methods in UI I: necessary basic concepts (short summary), introduction to Monte
Carlo methods, basic examples. Sampling methods in MC, MC in Al (sampling and artificial data,
Monte Carlo tree search)

5. Probabilistic methods in UI II: bayesian networks, bayesian inference, examples. Exact and
probabilistic inference in bayesian networks: derect and rejection sampling, likehood weighting,
how to use bayesian networks in UI (classification, diagnosis)

6. Time series I . Classical time series analysis, trend and periodicity analysis, spectral analysis,
stationary time series, nonlinear time series.

7. Time series II. Box Jenkins time series analysis (AR, MA, ARMA models), time series with
uncertainity, introduction.

8. Time series I1I. Time series with uncertainity, markovian processes, filtration, prediction, Vitterbi
algorithm, real problem examples, Kélman filter.

9. Decision theory I. Introduction, simple and complex decisions (lottery examples) utility
functions. Markov decision problem, optimal policy, value iteration algorithm, Belman equation.
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10. Decision theory II. Decision in games, dominant strategy , Nash equilibrium, repeated games,

grim trigger a tit for tat analysis. Cooperation in games.
11. Theory of learning I : supervised and unsupervised learning, Learning decision trees, PAC

learning, linear models, regression and classification.
12. Theory of learning II : Bayesian learning , naive models, maximum likehood learning and

continuous models, Bayesian learning with hidden parameters.

Recommended literature:
Artificial intelligence : A modern approach / Stuart J. Russell, Peter Norvig. Englewood Cliffs :

Prentice-Hall, 1995
Artificial intelligence a new synthesis / Nils J. Nilsson. San Francisco : Morgan Kaufmann, 1998

Languages necessary to complete the course:
Slovak, English

Notes:

Past grade distribution
Total number of evaluated students: 125

A B C D E FX
25,6 16,8 19,2 17,6 19,2 1,6

Lecturers: doc. RNDr. Maria MarkoSova, PhD.

Last change: 16.11.2021

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:

FMFILKAI/2-MXX-133/23 Artificial Intelligence for Everyone

Educational activities:
Type of activities: training session / course
Number of hours:
per week: 9 per level/semester: 1t/ 117
Form of the course: on-site learning

Number of credits: 6

Recommended semester:

Educational level: I1.

Prerequisites:

Course requirements:

Learning outcomes:

Class syllabus:

Recommended literature:

Languages necessary to complete the course:

Notes:

Past grade distribution
Total number of evaluated students: 22

A B C D

FX

45,45 36,36 4,55 9,09

4,55

0,0

Lecturers: prof. Ing. Igor Farkas, Dr.

Last change:

Approved by:

Strana: 13




COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFIL.KAI/2-AIN-113/22 Computational Fuzzy Logic, Modeling and Systems

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 1.

Educational level: I1.

Prerequisites:

Course requirements:

Examination: examination is in written and oral form, two programming tasks and one theoretical
question

Continuous assessment:

Approximate evaluation scale: A 90%, B 80%, C 70%, D 60%, E 50%

Scale of assessment (preliminary/final): 0/100

Learning outcomes:
Theoretical and practical foundations of computational fuzzy logic, modelling, and systems.

Class syllabus:

1) Rule-based systems, the DPLL-procedure, binary resolution, hyper-resolution.
2) Uncertainty and its formalisation, triangular (co-)norms, continuity.

3) Many-valued (fuzzy) logics and computational formalisms (Lukasiewicz, Goedel, Product ones).
4) Fuzzy sets.

5) Fuzzy numbers and arithmetic.

6) Modifiers of fuzzy sets (hedges).

7) Fuzzy approximation models, F-transform, fuzzy cluster analysis.

8) Fuzzy inference, the compositional rule of inference (CRI).

9) Fuzzy rules - a Mamdani’s type.

10) Fuzzy rules - a Sugeno-Takagi's type.

11) The linguistic variable, a Zadeh’s approach.

12) Fuzzification.

13) Defuzzification.

14) Fuzzy inference systems, fuzzy controllers.

Recommended literature:

[1] Hajek, P. (1998). Metamathematics of fuzzy logic. Trends in Logic, vol. 4, Kluwer Academic
Publishers.

[2] Klement, E. P., Mesiar, R., (2005). Logical, Algebraic, Analytic and Probabilistic Aspects of
Triangular Norms, Elsevier.
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[3] U. Schoening, J. Toran (2013), The Satisfiability Problem: Algorithms and Analyses, ser.

Mathematik fuer Anwendungen. Lehmanns Media.

[4] Jantzen J. (2013). Foundations of Fuzzy Control: A Practical Approach, 2nd Edition, Wiley.

ISBN: 978-1-118-50622-6.

[5] Novak, V., Perfilieva, ., & Dvorak, A. (2016). Insight into fuzzy modeling. John Wiley &

Sons.

[6] Guller D. (2019). Hyperresolution for Goedel Logic with Truth Constants. Fuzzy Sets and

Systems. 363: 1-65.

Languages necessary to complete the course:
Slovak, English

Notes:

Past grade distribution
Total number of evaluated students: 15

A B C D

FX

73,33 26,67 0,0 0,0

0,0

0,0

Lecturers: doc. RNDr. Dusan Guller, PhD.

Last change: 29.06.2022

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFIL.KAI/2-AIN-147/19 Computer Vision

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 2.

Educational level: I1.

Prerequisites:

Antirequisites: FMFL.KAI+KAG/2-MPG-125/15

Course requirements:

Assessment: evaluation Preliminary assessment: Continuous assessment projects Final assessment:
assessment examination A 90%; B 80%; C 70%; D 60%; E 50%

Scale of assessment (preliminary/final): 40/60

Learning outcomes:

Graduates will know the advance techniques of machine vision, image recognition and processing,
such as feature extraction from images, face detection and tracking, identification of significant
areas in the image, etc.

Class syllabus:

Image Features extraction (Low, Medium and High level features)

Feature categories and application(Shape, Color, Texture...)

Object detection (Template matching, histogram of oriented gradients, Face detection and
classification)

Local features (detectors, descriptors, matching, Ransac, Bag of visual words)

Dynamic Range of images, Tone Mapping a Gamut mapping

Image Quality metrics (SSIM and modifications)

Eye tracking (methods and applications)

Machine Vision and industry applications of computer vision (Laser line triangulation sensors,
multispectral imaging)

Object Tracking (Tracking by detection, Optical flow)

Recommended literature:

Feature extraction : Foundations and applications / Isabelle Guyon ... [et al.] (eds.). Berlin :
Springer, 2006 Algorithms for image processing and computer vision / J. R. Parker. New York :
Wiley, 1997 Shape classification and analysis : Theory and practice / Luciano da Fontoura Costa,
Roberto Marcondes Cesar, Jr.. Boca Raton, Fla. : CRC Press, 2009 Elena Sikudova, Zuzana
Cernekova, Vanda BeneSova, Zuzana Haladova, Julia Kuderova: Pogitatové videnie. Detekceia a
rozpoznavanie objektov, vydavatel'stvo Wikina, Praha, ISBN: 978-80-87925-06-5
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Languages necessary to complete the course:
Slovak and English

Notes:

Past grade distribution
Total number of evaluated students: 40

A B C D

FX

27,5 15,0 15,0 15,0

25,0

2,5

Lecturers: RNDr. Zuzana Berger Haladova, PhD.

Last change: 27.11.2021

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFI.KAI/2-AIN-233/00 Computer Vision Applications

Educational activities:
Type of activities: seminar
Number of hours:
per week: 2 per level/semester: 26
Form of the course: on-site learning

Number of credits: 3

Recommended semester: 3.

Educational level: I1.

Prerequisites:

Recommended prerequisites:
2-AIN-112/15

or

2-MPG-125/15

Course requirements:

Presentations and activity on lectures

A 90%, B 80%, C 70%, D 60%, E 50%

Scale of assessment (preliminary/final): 100/0

Learning outcomes:

After completing the course students will be able to discover, develop and analyze the latest
practices of successful projects in the field of computer vision and apply new trends in computer
vision to create their own applications.

Class syllabus:

1. Case studies of successful applications.

2. Industrial applications.

3. Medical applications.

3. Other applications.

4. Results of departmental research projects.

5. New trends in application of computer vision methods and techniques.

Recommended literature:

Computer Vision and Image Understanding, Elsevier Inc., http://www.sciencedirect.com/science/
journal/10773142

International Journal of Computer Vision Springer http://www.springerlink.com/
content/0920-5691

IET Computer Vision http://ieeexplore.ieee.org/xpl/Recentlssue.jsp?punumber=4159597

CVPR - Computer Vision and Pattern Recognition Workshops http://ieeexplore.ieee.org/xpl/
mostRecentlssue.jsp?punumber=5521877
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Languages necessary to complete the course:
Slovak, English

Notes:

Past grade distribution
Total number of evaluated students: 311

A B C D

FX

51,45 21,22 11,25 1,93

5,47

8,68

Lecturers: doc. RNDr. Zuzana Cernekova, PhD.

Last change: 23.06.2022

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFILKAI/2-AIN-226/22 Deep Learning for Computer Vision

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 3.

Educational level: I1.

Prerequisites:

Course requirements:

Continuous assessment: homework, project

Examination: oral examination

Indicative assessment scale: A 90%, B 80%, C 70%, D 60%, E 50%
Scale of assessment (preliminary/final): 60/40

Learning outcomes:

Upon completion the student will have a good understanding of the theoretical background of
various types of neural networks used in computer vision for classification, localization and object
detection tasks as well as generative models. The student will also be able to create, implement,
train and evaluate such networks with the use of hardware on PCs or in the cloud.

Class syllabus:

Introduction - machine learning basics, classical approaches to feature extraction, data splits and
model evaluation, image manipulation basics

Classification - k-nearest neighbors method, linear classifier, loss functions, gradient optimization,
regularization

Fully-connected NNs - computational graphs, vectorized computation, backpropagation, loss
functions, automatic differentiation software, augmentation, dropout, stochastic optimization
Convolutional NNs - convolution, pooling, vanishing gradients, batch normalization, weight
initialization, transfer learning, architectures

Recurrent NNs - sequential data, hidden states, LSTM, GRU, training regimes

Transformers - self-attention, transformers in NLP tasks, combinations with CNNs, transformers
in computer vision

Object detection and segmentation - one and two stage object detectors, expansion of object
detectors to segmentation, segmentation architectures, data annotation

Generative models - GAN, VAE

CNN visualization and understanding - learned features, style transfer, deep dream, adversarial
examples, activation maps
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Scientific and ethical problems of computer vision - data collection, privacy issues, computational
dominance, method interpretability, safety, undesirable social effects, model bias, illusion of
algorithmic objectivity

Recommended literature:

Ian Goodfellow and Yoshua Bengio and Aaron Courville: Deep learning, MIT Press, Online for
free, http://www.deeplearningbook.org/

Michael Nielsen: Neural networks and deep learning, Online for free, http://
neuralnetworksanddeeplearning.com/

Adrian Rosebrock: Computer Vision and deep learning, Resource guide

Languages necessary to complete the course:
Slovak, English

Notes:

Past grade distribution
Total number of evaluated students: 20

A B C D E FX

15,0 10,0 25,0 15,0 15,0 20,0

Lecturers: doc. RNDr. Zuzana Cernekova, PhD., Ing. Viktor Kocur, PhD.

Last change: 18.11.2021

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFIL.KAI/2-AIN-272/15 Digital Signal Processing

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 1.

Educational level: I1.

Prerequisites:

Course requirements:

Continuous assessment: problem solving

Exam: practical, written, oral

Indicative assessment scale: A 92%, B 84%, C 76%, D 68%, E 60%

Learning outcomes:

Students acquire theoretical and practical knowledge with the processing of discrete (sampling
analog) one dimensional signals using a computer. The acquired knowledge can be used in real-
world applications such as audio processing, measurement sensors, signal transmission ... In the
exercises students gain the appropriate skills to work in an environment Octave (freely distributable
compatible alternative to Matlab).

Class syllabus:

Discrete signal

Discrete random signal

Discrete Fourier Transform (DFT)

Window functions and their influence on DFT properties
Z-transformation

Discrete linear time-invariant (LTT) systems
Digital IIR filters

Digital FIR filters

Detection and estimation

Power Spectral Density (PSD)

Parametric PSD

Wavelet transform

Recommended literature:
Springer handbook of speech processing / Jacob Benesty, M. Mohan Sondhi, Yiteng Huang
(Eds.). Berlin : Springer, 2008

Languages necessary to complete the course:
Slovak, English
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Notes:

Past grade distribution
Total number of evaluated students: 146

A

B

C

D

E

FX

33,56

17,81

16,44

9,59

15,07

7,53

Lecturers: RNDr. Marek Nagy, PhD., doc. RNDr. DuSan Guller, PhD.

Last change: 20.06.2022

Approved by:
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STATE EXAM DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFILKAI/2-AIN-991/22 Diploma Thesis

Number of credits: 15

Educational level: I1.

Prerequisites: (FMFIL.LKAI/2-AIN-923/22 - Project Seminar (1) or FMFL.LKAI/2-AIN-923/15
- Project Seminar (1)) and (FMFLKAI/2-AIN-924/22 - Project Seminar (2) or FMFLKAI/2-
AIN-924/15 - Project Seminar (2))

Course requirements:

Interim evaluation: Written report - diploma thesis, which is assessed by the project leader and one
opponent, its defense is a state exam. By enrolling in the subject of Diploma Thesis Defense, the
student also registers for the state exam in the given academic year. If the student has not submitted
the diploma thesis by the given deadline, the state examination is classified with the classification
grade "FX".

Exam: State exam defense of diploma thesis

Scale of assessment (preliminary/final): 0/100

Learning outcomes:

The result is a written diploma thesis defended before the state commission.
. Problem specification and its analysis.

. Overview of the issue.

. Methodology of problem solving.

. Project decisions.

. Work plan and its control.

. Specification of software work.

. Computational experiments and their evaluation.

. Defense of the diploma thesis text.

01N LN AW —

Class syllabus:

Writing, preparing a presentation and defending a thesis.

The diploma thesis is taken into account when evaluating the subject of the state examination

- submitted diploma thesis and the level of achieved results with emphasis on creativity and
implementation results (based on the opinions of the project leader and the opponent),

- work on the project during its solution (based on the opinion of the project leader),

- presentation and defense of the diploma thesis,

- statements and opinions in a wider professional debate.

State exam syllabus:

The result is a written diploma thesis defended before the state commission with the following
structure

1. Problem specification and its analysis.

2. Overview of the issue.

3. Methodology of problem solving.

4. Project decisions.
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5. Work plan and its control.

6. Specification of software work.

7. Computational experiments and their evaluation.
8. Defense of the diploma thesis text.

Writing, preparing a presentation and defending a thesis.

The diploma thesis is taken into account when evaluating the subject of the state examination

- submitted diploma thesis and the level of achieved results with emphasis on creativity and
implementation results (based on the opinions of the project leader and the opponent),

- work on the project during its solution (based on the opinion of the project leader),

- presentation and defense of the diploma thesis,

- statements and opinions in a wider professional debate.

Recommended literature:

Ako pisat’ vysokoskolské a kvalifikacné prace : Ako pisat’ seminarne prace, ro¢nikové prace,
prace Studentskej vedeckej a odbornej Cinnosti, diplomové prace, zavere¢né a atestaéné prace,
dizertacie / DuSan KatuS¢ak. Bratislava : Stimul, 1998
http://dl.acm.org/dl.cfm?CFID=412417535&CFTOKEN=50913605

Languages necessary to complete the course:
Slovak, English

Last change: 18.11.2021

Approved by:
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COURSE DESCRIPTION

Academic year: 2023/2024

University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics

Course ID: Course title:
FMFIL.KAI/2-AIN-138/16 Discrete Structures in Informatics and Computer Graphics

Educational activities:
Type of activities: lecture / practicals
Number of hours:
per week: 2 /2 per level/semester: 26 / 26
Form of the course: on-site learning

Number of credits: 6

Recommended semester: 2.

Educational level: I1.

Prerequisites:

Course requirements:

Examination: an examination consisting of a written and an oral part

Continuous assessment: project, test The student must obtain at least 55% of points from the
semester in order to take the final exam.

Indicative rating scale: A 90%, B 80%, C 70%, D 60%, E 50%

Weight of the mid-term / final evaluation: 50/50

Scale of assessment (preliminary/final): 50/50

Learning outcomes:
Theoretical foundations, methods and tools from Algebra and Discrete structures used in
Informatics and Computer Graphics with examples and practical applications.

Class syllabus:

1) Selected chapters from elementary number theory, primality tests.

2) Modular arithmetic, congruences, Fermat's Little Theorem, Euler's Theorem

3) Algebraic structures: groups, rings, finite fields - practical examples

4) Orders of an element and of a group, primitive roots

6) Number systems: congruences, fast modular exponentiation,

7) Chinese Remainder Theorem, solving systems of linear congruences, application: error detecting
and error-correcting codes

8) Pseudo-random numbers: the linear congruential generator

9) Matrix algebra, linear transformations

5) Quaternions

10) Modular matrices, application: Hill's cryptosystem

11) Determinants, application: Vandermond's determinant — secret sharing

12) One-way functions, discrete logarithm, one-way functions in algebraic structures

13) Applications of groups, finite fields, congruences: RSA cryptosystem, Knapsack cryptosystem,
14) Mathematical concept of symmetry: groups of automorphisms, isomorphisms, permutations

Recommended literature:
[1] Stanoyevitch, A. (2011) Discrete Structures with Contemporary Applications, CRC Press.
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[2] Gersting, J.L. (2007) Mathematical Structures for Computer Science, 6th edition,
W.H.Freeman and Company, NY.

[3] Gallian, J.A. (2012) Contemporary Abstract Algebra, 8th edition, Brooks/Cole, Boston
[4] Cormen, T.H. - Leiserson, C.E. - Rivest, R.L.- Stein,C. (2009) Introduction to Algorithms,
3nd edition, The MIT Press.

[5] Yamamura, A. - Jajcayova, T. - Kurokawa, T. (2005) Oblivious transfer and private
information retrieval using homomorphic encryption functions, In: Proceedings of the 2005
Symposium on Cryptography and Information Security, Vol. 1. - Tokyo

[6] Jajcayova, T. (2019): Representations of permutation groups and semigroups on
combinatiorial structures

In: Fifth Russian Finnish Symposium on Discrete Mathematics. S. 137-145. - ISBN
978-5-89896-704-8

Languages necessary to complete the course:
Slovak, English

No